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#### Abstract

We show that maximum shortening SNR TEQs are often nearly symmetric. Constraining the TEQ to be symmetric causes only a $3 \%$ loss in bit rate (averaged over 8 standard ADSL channels). Symmetric TEQs have greatly reduced design and implementation complexity. We also show that for infinite length TEQs, minimum mean squared error target impulse responses have all zeros on the unit circle, which can lead to poor bit rate performance.
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## I. Introduction

MULTICARRIER modulation (MCM) techniques such as orthogonal frequency division multiplexing (OFDM) and discrete multi-tone (DMT) have been receiving increasing attention in the literature, and have been deployed in numerous industry standards. MCM is attractive due to the ease with which it can combat channel dispersion.

The system model is shown in Fig. 1. Each $N$ data symbols are passed through an inverse fast Fourier transform (IFFT), which converts the frequency-domain block into a time-domain signal, and an FFT is used at the receiver for demodulation. In order for the subcarriers to be orthogonal, the convolution of the signal and the channel must be a circular convolution. The linear convolution is made to appear circular by adding a cyclic prefix (CP) to each data block, which entails prepending the last $\nu$ samples of each block to the beginning of the block. If the CP is at least as long as the channel, then the output of each subchannel is equal to the input times a scalar complex gain factor. Each subchannel can then be equalized by a complex scalar, called a frequency-domain equalizer (FEQ). The CP is usually set to a reasonably small value (to limit redundancy), and a time-domain equalizer (TEQ) is employed to shorten the channel to this length. The TEQ is an FIR filter designed such that the delay spread of the effective impulse response is not longer than the CP length [1] - [11].

We use the notation $\mathbf{h}=\left[h_{0}, \cdots, h_{L_{h}}\right]$, $\mathbf{w}=\left[w_{0}, \cdots, w_{L_{w}}\right]$, and $\mathbf{c}=\left[c_{0}, \cdots, c_{L_{c}}\right]$ for the channel, TEQ, and effective channel $(\mathbf{c}=\mathbf{h} \star \mathbf{w})$ impulse responses, respectively; $\tilde{L}_{h}=L_{h}+1$, $\tilde{L}_{w}=L_{w}+1$, and $\tilde{L}_{c}=L_{c}+1$ for the filter lengths; and $\mathbf{A}^{*}$, $\mathbf{A}^{T}, \mathbf{A}^{H}$ for conjugate, transpose, and Hermitian.

This paper analyzes the minimum mean squared error (MMSE) [1] and maximum shortening SNR (MSSNR) [4] TEQ

[^0]designs. Section II demonstrates existence of symmetry in the TEQ impulse response. Section III analyzes characteristics of the TEQ magnitude response. Section IV discusses the symmetric MSSNR TEQ algorithm, and Section V concludes the paper.

## II. The TEQ impulse response

This section shows that the MSSNR and MMSE designs often lead to TEQs with highly symmetric impulse responses. Sections II-A and II-B review MSSNR and MMSE design methods, respectively. Section II-C examines symmetry in the TEQ and target impulse response (TIR).

## A. The MSSNR solution

The maximum shortening SNR (MSSNR) TEQ design [4] attempts to maximize the ratio of the energy in a window of the effective channel over the energy in the remainder of the effective channel. The MSSNR design was reformulated for numerical stability in [6], and iterative and adaptive implementations have been proposed in [5] and [11]. Following [4], we define

$$
\mathbf{H}_{w i n}=\left[\begin{array}{cccc}
h(\Delta) & h(\Delta-1) & \cdots & h\left(\Delta-\tilde{L}_{w}+1\right)  \tag{1}\\
\vdots & & \ddots & \vdots \\
h(\Delta+\nu) & h(\Delta+\nu-1) & \cdots & h\left(\Delta+\nu-\tilde{L}_{w}+1\right)
\end{array}\right]
$$

as the middle $\nu+1$ rows of the (tall) channel convolution matrix $\mathbf{H}$, and $\mathbf{H}_{\text {wall }}$ as the remaining rows of $\mathbf{H}$. Thus, $\mathbf{c}_{\text {win }}=\mathbf{H}_{\text {win }} \mathbf{w}$ yields a length $\nu+1$ window of the effective channel, and $\mathbf{c}_{\text {wall }}=\mathbf{H}_{\text {wall }} \mathbf{w}$ yields the remainder of the effective channel. The MSSNR design problem can be stated as "maximize $\left\|\mathbf{c}_{\text {win }}\right\|$ subject to the constraint $\left\|\mathbf{c}_{\text {wall }}\right\|=1, "[4],[6]$ which reduces to

$$
\begin{equation*}
\max _{\mathbf{w}}(\mathbf{w}^{T} \underbrace{\mathbf{H}_{\text {win }}^{T} \mathbf{H}_{\text {win }}}_{\mathbf{B}} \mathbf{w}) \text { subject to } \mathbf{w}^{T} \underbrace{\mathbf{H}_{\text {wall }}^{T} \mathbf{H}_{\text {wall }}}_{\mathbf{A}} \mathbf{w}=1 . \tag{2}
\end{equation*}
$$

Solving (2) leads to a TEQ that satisfies the generalized eigenvector problem,

$$
\begin{equation*}
\mathbf{B} \mathbf{w}=\lambda \mathbf{A} \mathbf{w} . \tag{3}
\end{equation*}
$$

The solution for $\mathbf{w}$ is the eigenvector corresponding to the largest generalized eigenvalue [12].

## B. The MMSE solution

The minimum mean-squared error (MMSE) design [1], as shown in Fig. 2, creates a virtual target impulse response (TIR) b of length $\nu+1$ such that the MSE (measured between the output of the effective channel and the output of the TIR) is minimized. In the absence of noise, if the input signal is white, then the optimal MMSE and MSSNR solutions are identical [7].
In Fig. 2, the error $e(k)$ is given by

$$
\begin{equation*}
e(k)=\mathbf{c}^{T} \mathbf{x}-\left[\mathbf{0}_{(1 \times \Delta)}, \mathbf{b}^{T}, \mathbf{0}_{\left(1 \times L_{c}-\nu-\Delta\right)}\right] \mathbf{x}+\mathbf{w}^{T} \mathbf{n}, \tag{4}
\end{equation*}
$$



Fig. 1. Traditional multicarrier system model. (I)FFT: (inverse) fast Fourier transform, P/S: parallel to serial, S/P: serial to parallel, CP: add cyclic prefix, and $x C P$ : remove cyclic prefix.


Fig. 2. MMSE system model: $\mathbf{h}, \mathbf{w}$, and $\mathbf{b}$ are the impulse responses of the channel, TEQ, and target, respectively; and $\Delta$ is a delay. The dashed lines indicate a virtual path, which is used only for analysis.
where $\mathbf{x}$ and $\mathbf{n}$ are vectors of samples of the channel input and the channel noise, respectively. If the input and noise are independent and $x(k)$ is white (i.e. $\mathrm{E}\left[\mathbf{x x}^{T}\right]=\mathbf{I}$ ), then the MSE is

$$
\begin{align*}
\mathrm{E}\left[e^{2}(k)\right]= & \left(\mathbf{c}^{T}-\left[\mathbf{0}_{(1 \times \Delta)}, \mathbf{b}^{T}, \mathbf{0}_{\left(1 \times L_{c}-\nu-\Delta\right)}\right]\right) \\
& \cdot\left(\mathbf{c}-\left[\mathbf{0}_{(1 \times \Delta)}, \mathbf{b}^{T}, \mathbf{0}_{\left(1 \times L_{c}-\nu-\Delta\right)}\right]^{T}\right)+\mathbf{w}^{T} \mathbf{R}_{n} \mathbf{w} \tag{5}
\end{align*}
$$

For a given $\mathbf{w}$, the choice of $\mathbf{b}$ that minimizes the MSE is a window of the effective channel $\mathbf{c}$. This leads to an MSE of

$$
\begin{align*}
\mathrm{E}\left[e^{2}(k)\right] & =\mathbf{c}_{\text {wall }}^{T} \mathbf{c}_{\text {wall }}+\mathbf{w}^{T} \mathbf{R}_{n} \mathbf{w} \\
& =\mathbf{w}^{T} \mathbf{H}_{\text {wall }}^{T} \mathbf{H}_{\text {wall }} \mathbf{w}+\mathbf{w}^{T} \mathbf{R}_{n} \mathbf{w} \\
& =\mathbf{w}^{T}\left(\mathbf{A}+\mathbf{R}_{n}\right) \mathbf{w} \tag{6}
\end{align*}
$$

The constraint $\|\mathbf{b}\|=1$ is equivalent to $\mathbf{w}^{T} \mathbf{B} \mathbf{w}=1[7]$. Thus, $\mathbf{w}$ is chosen to satisfy

$$
\begin{equation*}
\min _{\mathbf{w}}\left(\mathbf{w}^{T}\left(\mathbf{A}+\mathbf{R}_{n}\right) \mathbf{w}\right) \quad \text { subject to } \mathbf{w}^{T} \mathbf{B} \mathbf{w}=1 \tag{7}
\end{equation*}
$$

The optimal w must satisfy

$$
\begin{equation*}
\mathbf{B w}=\lambda\left(\mathbf{A}+\mathbf{R}_{n}\right) \mathbf{w} . \tag{8}
\end{equation*}
$$

where $\lambda$ is the largest generalized eigenvalue of the matrix pair $\left(\left(\mathbf{B}, \mathbf{A}+\mathbf{R}_{n}\right)\right)$. The form of (8) allows a theoretical treatment similar to (3).

## C. Symmetry in the TEQ and TIR

Symmetric centrosymmetric matrices are matrices in the set

$$
\begin{equation*}
V_{N}=\left\{\mathbf{C}: \quad \mathbf{C}^{T}=\mathbf{C}, \quad \mathbf{J C J}=\mathbf{C}\right\} \tag{9}
\end{equation*}
$$

where $\mathbf{J}$ is the square matrix with ones on the cross diagonal, and zeros elsewhere. $N \times N$ symmetric centrosymmetric
matrices have $\lceil N / 2\rceil$ symmetric eigenvectors and $\lfloor N / 2\rfloor$ skewsymmetric eigenvectors [13]. This property can be loosely extended to the generalized eigenvector case.
The channel convolution matrix $\mathbf{H}$ is Toeplitz, so we have $\mathbf{H}^{T} \mathbf{H} \in V_{N}$. Since $\mathbf{A}$ and $\mathbf{B}$ are nearly Toeplitz, this suggests that $\mathbf{A}$ and $\mathbf{B}$ may also be (approximately) in $V_{N}$, since $\mathbf{A}=$ $\mathbf{H}_{\text {wall }}^{T} \mathbf{H}_{\text {wall }}$ and $\mathbf{B}=\mathbf{H}_{\text {win }}^{T} \mathbf{H}_{\text {win }}$. A detailed examination of $\mathbf{A}$ and $\mathbf{B}$ does indeed show that although they are not perfectly centrosymmetric, they are nearly so.

For the MSSNR solution, we must consider the generalized eigenvectors of ( $\mathbf{B}, \mathbf{A}$ ), and for the MMSE solution, we need the generalized eigenvectors of $\left(\mathbf{B},\left(\mathbf{A}+\mathbf{R}_{n}\right)\right)$. However, if $\mathbf{A}$ (or ( $\mathbf{A}+\mathbf{R}_{n}$ ), for the MMSE case) or $\mathbf{B}$ is invertible, then the generalized eigenvalue problem can be reduced to a traditional eigenvalue problem [12]. When $L_{w}>\nu, \mathbf{H}_{\text {win }}$ cannot have full column rank, so $\mathbf{B}$ will not be invertible [6]. However, A and $\left(\mathbf{A}+\mathbf{R}_{n}\right)$ are invertible for all channels longer than the CP.
Recall the generalized eigenvalue problem in (3). Since A is invertible, w must satisfy

$$
\begin{equation*}
\left(\mathbf{A}^{-1} \mathbf{B}\right) \mathbf{w}=\lambda \mathbf{w} \tag{10}
\end{equation*}
$$

The inverse of a centrosymmetric matrix is also centrosymmetric [14], and the product of centrosymmetric matrices is centrosymmetric, so $\left(\mathbf{A}^{-1} \mathbf{B}\right)$ is approximately centrosymmetric. Although $\mathbf{A}^{-1}$ and $\mathbf{B}$ are symmetric, $\left(\mathbf{A}^{-1} \mathbf{B}\right)$ may not be, so the full range of results in [13] cannot be immediately applied. One result that still holds is that the eigenvectors are still symmetric or skew-symmetric, although there may not be exactly $\left\lfloor\frac{\tilde{L}_{w}}{2}\right\rfloor$ of symmetric eigenvectors.

Since $\mathbf{A}$ and $\mathbf{B}$ are only approximately in $V_{N}$, the eigenvectors of $\mathbf{A}^{-1} \mathbf{B}$ will only be approximately symmetric or skewsymmetric. (We can replace $\mathbf{A}$ by $\left(\mathbf{A}+\mathbf{R}_{n}\right)$ to obtain similar results for the MMSE case.) Oddly enough, the MSSNR TEQs usually seem to be nearly symmetric rather than nearly skewsymmetric, at least for the carrier serving area (CSA) test loops [10], which are standard test channels for DSL.

To quantify the symmetry, we computed the TEQ coefficients for $3 \leq \tilde{L}_{w} \leq 40$ for CSA test loops 1 through 8 . We decomposed each TEQ $\mathbf{w}$ into $\mathbf{w}_{\text {sym }}$ and $\mathbf{w}_{\text {skew }}$, and then computed $\left\|\mathbf{w}_{\text {skew }}\right\|^{2} /\left\|\mathbf{w}_{\text {sym }}\right\|^{2}$. A plot of this ratio is shown in Fig. 3. The value of $\Delta$ was determined via a global search. The ratios were averaged over the eight CSA loops. The symmetric part was obtained by considering all possible points of symmetry, and choosing the one for which the norm of the symmetric part divided by the norm of the perturbation was maximized. For example, if the TEQ coefficients were $\mathbf{w}=[1,2,4,2.2]$, then $\mathbf{w}_{\text {sym }}=[0,2.1,4,2.1]$ and $\mathbf{w}_{\text {skew }}=[1,-0.1,0,0.1]$. The MSSNR TEQ becomes increasingly symmetric with increasing length. Enforcing symmetry will be discussed in Section IV. The more general case of linear phase TEQs was discussed in [15], through numerical examples.
Now we consider the effects of an infinite length MMSE TEQ.


Fig. 3. Energy in the skew-symmetric part of the TEQ over the energy in the symmetric part of the TEQ, for $\nu=32$. The data was delay-optimized and averaged over CSA test loops 1-8.

Theorem 1: If the input signal is white and the TEQ $\mathbf{w}$ is an infinite length discrete-time filter, then the finite length TIR b will be symmetric or skew-symmetric.

Remarks: The proof of Theorem 1 is given in the appendix. An outline of the proof of a special case of this theorem was given in [1], which required that the additive channel noise was white, that $\Delta=0$, and that $\mathbf{w}$ was a continuous-time filter. The fact that the TIR in that case was either symmetric or skew-symmetric was pointed out separately in [16].

Thus, for long TEQs, when the symmetry is exploited, the TIR design can be implemented more efficiently with little performance loss. For a finite length TEQ, the TIR should be approximately symmetric. Forcing a symmetric TIR will reduce the computation of $\mathbf{b}$ from an eigendecomposition of a $(\nu+1) \times(\nu+1)$ matrix to an eigendecomposition of a $\lceil(\nu+1) / 2\rceil \times\lceil(\nu+1) / 2\rceil$ matrix. The Matlab code to reproduce the figures in this paper is available in [17].

## III. Characteristics of the magnitude response

In this section, we show why the MMSE TEQ has nulls in its magnitude response. Let $\mathbf{R}_{x r}, \mathbf{R}_{x}$, and $\mathbf{R}_{r}$ be the channel input-output cross-correlation, input correlation, and channel output correlation matrices, respectively, and define $\mathbf{R}_{\Delta}=\mathbf{R}_{x}$ $\mathbf{R}_{x r} \mathbf{R}_{r}^{-1} \mathbf{R}_{r x}$ [1], [3], [8].

Theorem 2: If the input signal is white, the TEQ $\mathbf{w}$ is allowed to be any infinite length discrete-time filter, and the minimum eigenvalue of $\mathbf{R}_{\Delta}$ has multiplicity 1 , then the finite length MMSE TIR $\mathbf{b}$ will have all $\nu$ of its zeros on the unit circle.

Proof: The proof of Theorem 1 in the Appendix shows that in the limit $\mathbf{R}_{\Delta}$ becomes a symmetric Toeplitz matrix. Any eigenvector of a symmetric Toeplitz matrix has all of its zeros on the unit circle, if the corresponding eigenvalue has multiplicity 1 [14], [18]. This implies that the TIR (an eigenvector of $\mathbf{R}_{\Delta}$ ) has $\nu$ zeros on the unit circle.

Remarks: 1: A similar result was observed in a footnote in [2], under the three restrictive assumptions noted in the "remarks" after Theorem 1. 2: In the noiseless case with a white input, the MMSE and MSSNR designs produce identical TEQs [7]. The proof of Theorem 1 is still valid in the absence of noise, so long as $\Delta \neq 0$ (examine (A-10) and (A-12) in the appendix). Thus, an


Fig. 4. Distance of the zeros of the MMSE TIR to the unit circle for the case $\nu+1=33$. The values are averaged over CSA loops 1 through 8 . Each curve represents the distance for a single zero.
infinite length MSSNR TEQ will have $\nu$ zeros on the unit circle. 3: If a null lies at one of the subchannel carrier frequencies, then no data can be transmitted in that subchannel [8]. Since bit loading is used, one might expect the loss in bit rate to be mitigated somewhat. However, the loss of $\nu$ subchannels is significant, and it has been observed that the MMSE TEQ often exhibits poor performance for large TEQ lengths [10], and Theorem 2 may account for this.
For a finite length TEQ, $\mathbf{R}_{\Delta}$ is not quite Toeplitz. Thus, the zeros of its eigenvector $\mathbf{b}$ will not be precisely on the unit circle. Fig. 4 plots the average distance of the zeros of the TIR to the unit circle. There are 32 curves, one for each zero. For a length 32 TEQ, the zeros are clustered around a distance of 0.01 from the unit circle, and the asymptotic results agree with Theorem 2.

## IV. Symmetric MSSNR algorithm

This section presents a practical algorithm for enforcing symmetry in the TEQ. A similar approach was taken in [15], which presented simulations of linear phase equalizers for VDSL channel models. If the TEQ length $\tilde{L}_{w}$ were even, then we could enforce the symmetry by

$$
\begin{equation*}
\mathbf{w}^{T}=\left[\mathbf{v}^{T},(\mathbf{J} \mathbf{v})^{T}\right] \tag{11}
\end{equation*}
$$

and if $\tilde{L}_{w}$ were odd, we could enforce the symmetry by

$$
\begin{equation*}
\mathbf{w}^{T}=\left[\mathbf{v}^{T}, \gamma,(\mathbf{J} \mathbf{v})^{T}\right] \tag{12}
\end{equation*}
$$

where in each case $\mathbf{v}$ has dimensions $\left\lfloor\tilde{L}_{w} / 2\right\rfloor \times 1$. For the evenlength case, the generalized eigenvalue problem of (2) can be simplified via

$$
\begin{align*}
& {\left[\mathbf{v}^{T}, \mathbf{v}^{T} \mathbf{J}\right]\left[\begin{array}{ll}
\mathbf{A}_{11} & \mathbf{A}_{12} \\
\mathbf{A}_{21} & \mathbf{A}_{22}
\end{array}\right]\left[\begin{array}{c}
\mathbf{v} \\
\mathbf{J} \mathbf{v}
\end{array}\right]=} \\
& \mathbf{v}^{T} \underbrace{\left[\mathbf{A}_{11}+\mathbf{J} \mathbf{A}_{21}+\mathbf{A}_{12} \mathbf{J}+\mathbf{J} \mathbf{A}_{22} \mathbf{J}\right]}_{\hat{\mathbf{A}}} \mathbf{v} \tag{13}
\end{align*}
$$

with an analogous definition of $\hat{\mathbf{B}}$ (replace each $\mathbf{A}_{i j}$ with $\mathbf{B}_{i j}$ ). Then the problem becomes

$$
\begin{equation*}
\min _{\mathbf{v}}\left(\mathbf{v}^{T} \hat{\mathbf{A}} \mathbf{v}\right) \text { subject to } \mathbf{v}^{T} \hat{\mathbf{B}} \mathbf{v}=1 \tag{14}
\end{equation*}
$$

The solution for $\mathbf{v}$ is the generalized eigenvector of $(\hat{\mathbf{A}}, \hat{\mathbf{B}})$ corresponding to the minimum eigenvalue. This requires a generalized eigendecomposition of symmetric matrices of size $\tilde{L}_{w} / 2 \times \tilde{L}_{w} / 2$ rather than of size $\tilde{L}_{w} \times \tilde{L}_{w}$, reducing the number of multiply-adds by a factor of 4 . Similar results hold for the odd TEQ length case of (12), though the partioning of $\mathbf{A}$ and $\mathbf{B}$ is slightly different. In either case, we have reduced $\mathbf{A}$ (size $\left.\tilde{L}_{w} \times \tilde{L}_{w}\right)$ to $\hat{\mathbf{A}}\left(\operatorname{size}\left\lceil\tilde{L}_{w} / 2\right\rceil \times\left\lceil\tilde{L}_{w} / 2\right\rceil\right)$.

The matrices $\mathbf{A}$ and $\mathbf{B}$ can be calculated efficiently. It can be shown that [9]

$$
\begin{align*}
& \mathbf{A}_{m+1, n+1}=\mathbf{A}_{m, n}-h(\Delta-n) h(\Delta-m) \\
& \quad+h(\Delta+\nu-n+1) h(\Delta+\nu-m+1), \\
& \mathbf{B}_{m+1, n+1}=\mathbf{B}_{m, n}-h(\Delta+\nu+1-m) h(\Delta+\nu+1-n) \\
& \quad+h(\Delta-m) h(\Delta-n) . \tag{15}
\end{align*}
$$

Fig. 5 shows a computationally efficient method of implementing the proposed method, which has been implemented in the UT Austin DMT TEQ design toolbox [19].

1. Compute $\mathbf{A}$ and $\mathbf{B}$ using (15), then partition them as in (13) to form $\hat{\mathbf{A}}$ and $\hat{\mathbf{B}}$.
2. Solve for $\mathbf{v}$ using a generalized eigendecomposition to find the maximum eigenvalue [20].
(a) Decompose $\hat{\mathbf{B}}=\mathbf{Q R}$, where $\mathbf{Q}$ is orthogonal and $\mathbf{R}$ is upper triangular. Overwrite $\hat{\mathbf{B}}$ with $\mathbf{R}$.
(b) Overwrite $\hat{\mathbf{A}}=\mathbf{Q}^{T} \hat{\mathbf{A}}$.
(c) Hessenberg-Triangular Reduction ([12], p. 380): overwrite $\hat{\mathbf{A}}$ with an upper Hessenberg matrix and $\hat{\mathbf{B}}$ with an upper triangular matrix.
(d) Apply the "QZ" process to matrix pencil $\hat{\mathbf{A}}-\lambda \hat{\mathbf{B}}$ ([12] p. 385). It reduces $\hat{\mathbf{A}}$ to upper-quasi triangular form and $\hat{\mathbf{B}}$ to upper triangular form.
(e) Calculate the generalized eigenvalues by dividing each diagonal element of $\hat{\mathbf{A}}$ by the corresponding diagonal element of $\hat{\mathbf{B}}$.
(f) Choose the minimum generalized eigenvalue $\lambda_{\text {min }}$, then iteratively solve $\left(\hat{\mathbf{A}}-\lambda_{\min } \hat{\mathbf{B}}\right) \hat{\mathbf{q}}^{\text {new }}=\hat{\mathbf{B}} \hat{\mathbf{q}}^{\text {old }}$, normalize $\hat{\mathbf{q}}^{\text {new }}=$ $\hat{\mathbf{q}}^{\text {new }} /\left\|\hat{\mathbf{q}}^{\text {new }}\right\|_{2} ;$ using an initial guess of $\hat{\mathbf{q}}^{0}=\mathbf{1}_{\left\lceil\tilde{L}_{w} / 2\right\rceil \times 1}$. Then $\mathbf{v}=\hat{\mathbf{q}}^{\text {final }}$.
3. $\mathbf{w}=\left[\mathbf{v}^{T},(\mathbf{J} \mathbf{v})^{T}\right]^{T}$.

Fig. 5. Fast symmetric MSSNR TEQ design method.

Table 1 shows the achievable bit rate using a 32-tap TEQ, for the MSSNR method [4] and the proposed symmetric MSSNR method as in Fig. 5. The channels were the eight standard CSA test loops [10]. The performance loss for the proposed algorithm ranges from $0.1 \%$ (loop 3) to $10 \%$ (loop 1), with an average loss of $3 \%$. The results from Table 1 show the same trends as the simulation results in [15] for linear phase equalizers of VDSL channel models.

## V. Conclusions

For infinite length TEQs, MMSE target impulse responses have all zeros on the unit circle. Hence, finite-length MMSE

TABLE I
Achievable bit rate (Mbes) using 32 -tap TEQs and additive white Gaussian channel noise.

| Loop \# | MSSNR | Sym-MSSNR |
| :---: | :---: | :---: |
| CSA1 | 12.187 | 10.921 |
| CSA2 | 13.016 | 12.493 |
| CSA3 | 11.543 | 11.529 |
| CSA4 | 11.696 | 11.431 |
| CSA5 | 12.120 | 11.800 |
| CSA6 | 10.995 | 10.798 |
| CSA7 | 10.978 | 10.880 |
| CSA8 | 10.294 | 9.956 |

TEQs eventually yield decreasing bit rate with increasing length. The MSSNR TEQ can be forced to be symmetric. This reduces FIR implementation complexity in half, reduces TEQ training complexity by a factor of 4 , and doubles the length of the TEQ that can be designed using fixed-point arithmetic, with only a small loss in bit rate.
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## APPENDIX

This appendix proves Theorem 1, by loosely following the less general proof in [1].

Proof: The MMSE solution requires that $\mathbf{R}_{r r} \mathbf{w}=\mathbf{R}_{r x} \mathbf{b}$ [3], which can be simplified to

$$
\begin{equation*}
\mathbf{R}_{n} \mathbf{w}=\mathbf{H}_{w i n}^{T} \mathbf{b}-\mathbf{H}^{T} \mathbf{H w} \tag{A-1}
\end{equation*}
$$

Allowing $-\infty<i<\infty$, the $i^{\text {th }}$ component becomes

$$
\begin{align*}
\sum_{j} R_{n}(i, j) w(j)= & \sum_{j=0}^{\nu} h(\Delta+j-i) b(j) \\
& -\sum_{j} \sum_{l} h(l-i) h(l-j) w(j) \\
= & \sum_{j=0}^{\nu} h(\Delta+j-i) b(j) \\
& \quad-\sum_{j} \phi(i-j) w(j) \tag{A-2}
\end{align*}
$$

where $\phi(m)=\sum_{l} h(l) h(l+m)$ is the channel covariance function. In convolution notation,

$$
\begin{equation*}
w(i) \star R_{n}(i)=b(i) \star h(\Delta-i)-w(i) \star \phi(i), \tag{A-3}
\end{equation*}
$$

where $R_{n}(m)$ is the noise autocorrelation function with z transform $S_{n}(z)$. Taking z-transforms,

$$
\begin{equation*}
W(z) S_{n}(z)=B(z) z^{-\Delta} H\left(z^{-1}\right)-W(z) \Phi(z) . \tag{A-4}
\end{equation*}
$$

Solving for $W(z)$,

$$
\begin{equation*}
W(z)=\frac{z^{-\Delta} B(z) H\left(z^{-1}\right)}{S_{n}(z)+\Phi(z)} . \tag{A-5}
\end{equation*}
$$

We will make use of (A-5) shortly. The error sequence is

$$
\begin{equation*}
e(k)=\sum_{l} b(l) x(k-\Delta-l)-\sum_{l} w(l) r(k-l) . \tag{A-6}
\end{equation*}
$$

Assuming $x(k)$ is white with unit variance, the error covariance is

$$
\begin{align*}
E_{m} \triangleq \mathrm{E} & {[e(k) e(k+m)]=\sum_{l} b(l) b(m+l) } \\
& -\sum_{l_{1}, l_{2}} w\left(l_{1}\right) b\left(l_{2}\right) h\left(\Delta-m+l_{2}-l_{1}\right) \\
& -\sum_{l_{1}, l_{2}} w\left(l_{1}\right) b\left(l_{2}\right) h\left(\Delta+m+l_{2}-l_{1}\right) \\
& +\sum_{l_{1}, l_{2}} w\left(l_{1}\right) w\left(l_{2}\right)\left[\phi\left(m+l_{1}-l_{2}\right)+R_{n}\left(m+l_{1}-l_{2}\right)\right] \tag{A-7}
\end{align*}
$$

In convolution notation,

$$
\begin{align*}
E_{m}= & b(m) \star b(-m)-b(m-\Delta) \star w(\Delta-m) \star h(\Delta-m) \\
& -b(-m-\Delta) \star w(\Delta+m) \star h(\Delta+m) \\
& +w(m) \star w(-m) \star\left[\phi(m)+R_{n}(m)\right] . \tag{A-8}
\end{align*}
$$

Taking z-transforms,

$$
\begin{align*}
E(z)= & B(z) B\left(z^{-1}\right)-z^{-3 \Delta} B(z) W\left(z^{-1}\right) H\left(z^{-1}\right) \\
& -z^{3 \Delta} B\left(z^{-1}\right) W(z) H(z)+W(z) W\left(z^{-1}\right)\left[\Phi(z)+S_{n}(z)\right] \tag{A-9}
\end{align*}
$$

Now insert (A-5) into (A-9). Noting that $\Phi(z)=H(z) H\left(z^{-1}\right)$, and simplifying considerably,

$$
\begin{equation*}
E(z)=B(z) B\left(z^{-1}\right) \underbrace{\left[\frac{S_{n}(z)-\Phi(z)\left(z^{\Delta}-z^{-\Delta}\right)^{2}}{S_{n}(z)+\Phi(z)}\right]}_{G(z)} \tag{A-10}
\end{equation*}
$$

To minimize the MSE, we must minimize $E_{0}$. By setting $z=$ $e^{j \omega}$, taking the inverse Fourier transform, and setting $m=0$, we find that

$$
\begin{align*}
E_{0} & =\frac{1}{2 \pi} \int_{-\pi}^{\pi} E\left(e^{j \omega}\right) d \omega \\
& =\frac{1}{2 \pi} \int_{-\pi}^{\pi}\left\|b\left(e^{j \omega}\right)\right\|^{2} G\left(e^{j \omega}\right) d \omega \tag{A-11}
\end{align*}
$$

where $b\left(e^{j \omega}\right)=\mathbf{b}^{T}\left[1, e^{j \omega}, \ldots, e^{j \omega \nu}\right]^{T}$. This can be rewritten as

$$
\begin{align*}
E_{0} & =\mathbf{b}^{T} \mathbf{R}_{\Delta} \mathbf{b} \\
{\left[\mathbf{R}_{\Delta}\right]_{m, n} } & =\frac{1}{2 \pi} \int_{-\pi}^{\pi} e^{j \omega(m-n)} G\left(e^{j \omega}\right) d \omega=g(m-n) . \tag{A-12}
\end{align*}
$$

Since $S_{n}\left(e^{j \omega}\right)$ and $\Phi\left(e^{j \omega}\right)$ are even functions in $\omega, G\left(e^{j \omega}\right)$ is as well. Thus, $\left[\mathbf{R}_{\Delta}\right]_{m, n}=\left[\mathbf{R}_{\Delta}\right]_{n, m}$, so $\mathbf{R}_{\Delta}$ is a symmetric Toeplitz matrix, and the optimal $\mathbf{b}$ is the eigenvector corresponding to the minimum eigenvalue of $\mathbf{R}_{\Delta}$. By the results in [13], $\mathbf{b}$ will be symmetric or skew-symmetric.
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